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Evaluation

Fault models provide systematic and precise representations of
physical defects in microcircuits in a form suitable for
simulation and test generation. The objective of this effort
was to develop fault models that could be used in the
evaluation of fault tolerance in VLSI designs. The results of
this effort provide the basis for more accurate and realistic
evaluations of CMOS VLSI designs and for the development ofmore efficient fault detection strategies. 40

This report evaluates three common types of microcircuit faults
that are not generally represented by the traditional stuck-at
(zero and one) fault model. The three fault types examined
were:

1. Bridging faults - "shorts" between input lines and
"shorts" at the transistor level (e.g. gate-to-drain
or drain-tn-snurce shorts);

2. Transistnr stuck-open faults; and
3. Transient faults caused by alpha particle radiation.

This report provides a rigorous transistor-level analysis of
microcircuit behavior resulting from these faults. It is shown 0
that transistor-level analysis was required to obtain accurate
descriptions of faulted circuit behavior. A generalized fault
model could not be developed because of the variability of the
bphavior produced hy the faults. The faulted circuit behavior
was strongly dependent upon the location and electrical
characteristics of the fault and the structure of the logic
adjacent to the fault site (i.e. logic stages preceding and
following the faulted portion of the microcircuit). The
analysis results can, however, be used to develop fault
detection strategies. Several possible fault detection
strategies are described in the report conclusions.

The results presented in this report substantiate that the
objectives of the study have been met. Further, the study
represents a sinificant step forward in the development of %
fault models and methods of fault detection in complex
miicrocircuits. Future work can apply the results of this study
to the design and analysis of fault tolerant VLSI circuits and .-

the development of new fault tolerant design techniques. %
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UcUQLI. I..

INTRODUCTION

Fault modelling is concerned with the systematic and

precise representation of physical defects in a form

suitable for simulation and test generation. This involves

the representation of actual physical defects in terms of

faults that produce approximately the same erroneous ,

behavior.

The current difficulty of testing VLSI circuits can be '

attributed to the tremendous increase of chip complexity and

the inappropriateness of the traditional stuck-at-fault

models. With increased chip complexity, both test generation

and test evaluation become very cumbersome, and in most

cases computationally infeasible.

Both the suitability and effectiveness of the

traditional fault model and associated testing techniques

for contemporary VLSI technologies are unclear. Most of

the existing testing methodologies and associated software

tools were originally developed for testing printed-circuit

boards containing TTL SSI/MSI components. Most of the

traditional testing techniques share the following three

oharaoteristics[Hayes, 1985]: 0

(i) Single-level or "flat"approach: Most of the

existing techniques assume a logic gate level model.

%: N. * %
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Although MSI level macros are often used in logic

simulators, most systematic test generation algorithms

require a gate level representation.

(ii) Technology-independent fault model: Regardless of

the technology used in the implementation, the logic line

stuck-at-0/1 fault model is frequently used. In fact, the

single line stuck-at fault model is the most widely used

fault model.

(iii) Unranked fault list: The fault list used for test

generation and fault simulation is usually unranked. In •

other words, the relative importance of different faults is

not emphasized.

On the other hand, a true fault model should be S

straightforward, accurate and easy to use. Firstly, it t' >.

should match the type of circuit (bipolar, nMOS, CMOS etc.)

in which it is to be used. Secondly, the complexity of S

faults and the number to be considered should not entail .,'-

excessive amounts of computation. Finally, a fault model

should reflect the behavior of the underlying physical

defects with sufficient accuracy for the intended

applications. Unfortunately, these requirements are

frequently at odds with one another. 5

A study [Hayes,1985] showed that more accuracy can be

achieved at the lower electrical level but at the expense of

more computation. On the other hand, physical failure modes

such as excessive current leakage and threshold voltage

shifts, which have fairly simple electrical models, are

impossible to model directly in logical terms.

0_
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Shen et. al. [Shen,1985J conducted an experiment to

study the effect of physical defects in MOS circuits. The

circuit used in the study was a full adder cell of an array N-

multiplier. The results showed that thirty percent of the

significant physical defects manifested as bridging faults.

Furthermore other fault types exhibited a lower percentage

occurrence. This comes as no surprise as increased circuit

density would increase the probability of bridging faults.

A class of permanent faults which does not conform to

the traditional stuck-at fault model and hence needs to be

studied at the transistor level is the transistor stuck-open

or stuck-off fault.

Transient faults are non-recurring faults which are

mainly caused by alpha particle radiation. Intermittent

faults on the other hand are recurring faults that occur on

a regular basis. Such faults may occur due to poor design or

environmental conditions such as temperature, humidity,

vibrations etc.

Detailed analysis of bridging faults, transistor stuck- S

open faults and transient faults caused by alpha particle

radiation are presented in Sections 2,3 and 4 respectively.

During the course of the analysis, a LEVEL 2 SPICE

model is used for simulating faulty circuits. .:.

.% % %,
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BEIDGING FAULTS 

A bridging fault in a digital circuit connects two or

more conducting paths of the circuit. The resistance

associated with this connection is denoted the "bridging

resistance". These bridging faults may arise due to failure

of insulation between adjacent layers of metallization on a * .,

chip, or they can be due to a connection between two

conductors in the same layer, which could be a result of the - ew

improper masking or the etching.

Most of the work done in relation to bridging faults

have two major drawbacks. Firstly, most researchers

[Kodandapani,19801, [Karpovsky,19801 have assumed a wired-

AND (for positive logic) or wired-OR (for negative logic)

short which is true of TTL type circuits. For CMOS this is

not true as this report will clearly show. Secondly, most

of the work has been done for gate-level fault simulation

and hence the papers by Mei and Friedman [Mei,1974, .

[Friedman,1974] restrict their discussion to input and

output bridging faults. As shown by Malaiya et.al.

[Malaiya,1986] a gate level representation of bridging N

faults is inadequate for a complete analysis of these

faults. 0

4
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Unlike the approach used in most of the existing

literature this report studies bridging faults in CMOS

circuits at the transistor level. It has been shown that

bridging faults at transistor level are technology dependent

and become important as the transistor dimensions are

reduced [Banerjee,1985], [Rajsuman,1987]. The sheer

complexity of shorted faults at transistor level make a

complete study infeasible. Hence, a few practical a.

assumptions are made at the onset. This study will

restrict itself to single bridging faults as opposed to

multiple ones. Also, it is assumed that not more than two

"lines" or conducting paths are shorted.

In order to analyze the possible bridging faults and -

their effects, the 3-input NOR gate shown in Figure 1(a) is

chosen as a test circuit. .

The first important thing to be noted is that the kind 0

of bridging faults to be considered is dependent on the

layout of the circuit. This is because the layout 1K

determines the possible points where the most probable •

shorts may occur.

Certain layout guidelines must be established if we are
to generalize the results obtained from a test circuit to

other circuits. If not, then different layout schemes would

give rise to different potential ushorts" and hence I.

development of any general model is difficult. '-..,

The layout strategy adopted is that described by Uehara a.

et.al. [Uehara,1981]. It should be noted that this algorithm

was chosen not because it minimizes the number of bridging

5 % 
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faults but because of the ease with which the layout

principles can be automated. This implies a high degree of

layout simplicity for different circuits and this is indeed

what is to be exploited if any bridging fault model is to be

developed.

According to Uehara's algorithm the CMOS circuit is

converted to a graph where:

(1) the vertices in the graph are the source/drain

connections, and

(2) the edges in the graph are transistors that

connect particular source-drain vertices. ,

Two graphs, one for the n-logic tree and one for the p-logic

tree result. Figure 1(b) shows the graph transformation

for the 3-input NOR gate. The edges for the p-graph i.e.

the graph corresponding to the p-logic structure, are shown

as solid lines while those for the n-graph are shown as

broken lines. The vertices of the p-graph are identified by

circles while those for the n-graph by crosses. The

connection of edges in the graphs mirror the series-parallel

connection of the transistors in the circuits. Each edge is

named with the gate signal name for that particular

transistor. Thus, for instance, the p-graph has four

vertices representing Z, 12, I and Vd and three edges,

representing three transistors in the p-logic structure.

Furthermore, if there exists a sequence of edges (containing

all edges) in the p-graph and n-graph that have identical

labeling, then the circuit layout may be designed with no

breaks. This path is known as the Euler path. The main

6
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ppoints of the algoritha are as follows:

(i) Find all Euler paths that cover the graph. V.

(ii) Find a p- and n- Euler path that have identical .

labeling (a labeling is an ordering of the gate labels on 0
each vertex).

(iii) If (ii) is not found, then break the gate in the

minimum number of places to achieve (ii) by separate Euler

paths.

The sequence of gate signal labels in the Euler path

corresponding to Figure 1(b) is (A,B,C) and is shown in

Figure 1(c). Note that the graph for the n- and p-graph

allow this labeling. To complete a layout the transistors

are arranged in the ordering of the labeling, n- and p-

transistors in parallel rows, as shown in Figure 2.

Vertical polysilicon lines complete the gate connections. -

Metal routing wires complete the layout.

We now enumerate the most probable bridging faults for

the layout shown in Figure 2.

(i) Input bridging faults which are a result of input

lines getting connected together. For instance the .1

polysilicon layers corresponding to inputs A and B may get

shorted.

(ii) Faults caused by points in the circuit getting

connected to either the V or V lines.

(iii) Crossover faults which result from connections

between different mask levels.

4 Points on the layout which are prone to crossover

"shorts" have been numbered. According to the kind of faults
nnS

Mil,
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they produce the different numbers have been grouped ,
.

together. Figures 3 through 6 describe the different fault

groups. It has been shown [Soden,1986] that electrostatic

discharge shorts are more likely to occur at the edges. _

Hence gate to source or gate to drain shorts are more

probable than drain to source faults. Accordingly the latter

category has not been considered in Figures 3 through 6.

The faults described thus far are obviously not all the

possible bridging faults. However, for the layout

described, these would be the most probable bridging faults.

In order to show how different layouts affect the class 4

of most probable bridging faults, an alternate layout given4.

in Figure 7 is considered for the same 3-input NOR circuit.

As far as specific faults are concerned the only additional

fault is output stuck-at-A because of short at point 12 as

shown. But the more important problem related to this layout 0

is the fact that the possibility of the fault output stuck-

at-zero due to some short is much higher than the previous

case. This is because the output metallization overlaps the •

n-diffusion over a significant portion. Thus, it turns out .. 4

that the layout chosen on the basis of easy automation is

also efficient in terms of decreasing the possibility of S

bridging faults for this example. .*

The discussion so far has been restricted to the

physical location of bridging faults and generalization
rules to do so for any circuit. It is now important to

analyze the effects of the bridging faults. ".'-'

We remark here that faults caused by a point in the IN
% %
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circuit getting connected to VM or V lines, if detectable,

can be modelled as the point stuck-at-one or stuck-at-zero.

Thus such faults will not be analyzed any further. I
A detailed analysis of input bridging faults is

presented in Section 2(a).

We note here that the only other category of bridging

faults that need further analysis are those caused by shorts

between either the gate and source or gate and drain of a

transistor. We denote them as "Transistor Bridging Faults"

and analyze them in Section 2(b).

It should be noted that for very large values of

bridging resistance we would expect any bridging fault to be

masked because the limiting case of infinite bridging

resistance corresponds to the fault free circuit.

% %.%
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ECTION 2C'

INPUT BRIDGING FAULTS 0

Most of the existing literature on input bridging

faults is based on the assumption that such faults introduce

WIRED-ANDing or WIRED-ORing of the input lines that are

shorted [Breuer,1976]. All subsequent test models or test

generation schemes are developed within the framework of

this basic assumption.

This section examines the validity of such an

assumption for CMOS circuits by a more careful examination

and subsequent computer simulation of the physical faults.

To understand the effect of an input bridging fault we

first note that for a fault free CMOS circuit there is no 0

direct path or connection from V to VSS. A short between

any two input nodes in the circuit can change this condition

and cause the circuit to produce incorrect results when the

two shorted inputs are supposed to have different logic

values in the fault free circuit. The key to understanding

the effect of an input bridging fault is thus to examine the

path, between V and V, created by the fault. In case of

bridging fault, most of the previous work in this topic. ',."

assumed that one logic value is "stronger" than the other,

and hence the former dominates over the latter.

This led to the concept of WIRED-AND (where "0" is the

100
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dominant logic) and WIRED-OR (where "I" is the dominant

logic), of which the former is more frequently used in

analysis. While this may be true in the case of TTL

circuits, the case for CMOS is entirely different for

reasons outlined before.

Our initial studies first revealed that the structure ''

of the circuits driving the two input nodes which have a

short between them are crucial in determining the effect of

the short. This is shown in Figure 8(a) where the output of

the two inverters drive a NOR gate whose inputs are shorted.

Simulation results show that the short behaves like a WIRED-

AND and the corresponding NOR output is logic HIGH. By

changing one inverter to a 3-input NAND gate we notice that

for input conditions shown in Figure 8(b) the same bridging

fault now behaves like a WIRED-OR and the NOR output is

logic LOW. Simulation results exhibit a further variation of

the structural dependence of the driving gates. For the '

circuit of Figure 9, if one input of the NAND gate is logic

LOW the bridge behaves like a WIRED-AND whereas if two or

all inputs are logic LOW then the bridge behaves like a

WIRED-OR. .,,...

An input bridging fault causes a path from V0 to V -

via the P-network of one circuit and N-network of another

circuit (see Figure 10). Hence voltages VX and Vy depend on

the effective resistance of the path. For small values of R,

Vxand Vy are nearly the same and depend on the ratio of the

resistance of the path in the P-network to that of the path

in the N-network. This is why the same fault can give

Vj. N* N-. V:



different results (namely WIRED-AND or WIRED-OR) dependinogy

on the path in question, which in turn depends on the inputs

to the previous circuits.

Typically the ON resistance of a p-transistor is 2 to

2.5 times that of an n-transistor because of the

corresponding ratio between electron and hole mobilities.

Also fully complementary CMOS circuits are usually ratio-

less because under normal operating conditions there is no

path from V0 to VSS and voltage outputs do not depend on the

p and n- resistances. Now it can be clearly seen why the

fault in Figure 8(a) caused a WIRED-OR behavior. In Figure

11(a) we see the conduction path through R from VDD to Vss

consists of one p-transistor (Tp1) and one n-transistor

CT2).

R +RN
Thus V " [--------------- V0

R +RN +Rp

wrfwhere R - ON resistance of n-transistor
and Rp - ON resistance of p-transistor :.

If RN,Rp , R, then V, and V2 are approximately equal to

RNvC0[ -- -- --

Since Pp , 2RN, V, and V2 are both less than V0/3 which is 0

LOGIC LOW.

On the other hand Figure 11(b) demonstrates the reason why

Figure 8(b) exhibited WIRED-OR behavior. In this case, V,

12

ON,,. -.
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and V2 are approximately equal to 3RNvoo[ --- ---

which is LOGIC HIGH.

The equations used so far are approximate and can only be

used to deduce whether outputs are logic LOW or HIGH. For

instance, in Figure 11(b) because of body effect (for two of

the n-transistors the source to body voltage is non zero)

the resistances of all three n-transistors are different,

although we have used the same value RN. However, the

equations can be used to determine logic levels.

Figure 12(a), 12(b), 12(o) show only the conducting

transistors for Figure 9(a), 9(b), 9(c) respectively. It is

now apparent, in light of the discussion before, the cause

of WIRED-AND in Figure 9(a) and WIRED-OR in Figure 9(b) and

9(0). The situation in Figure 12(a) is identical to that in

Figure 11(a) whereas in Figure 12(b) and Figure 12(c)

multiple p-transistors in parallel cause the effective

resistance of the pull-up circuit to be lower than that in

Figure 12(a), thereby raising the voltage level at the

short. An exact analysis would depend on the physical

parameters of the devices in question.

,%
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SECTION 2 (a)(i)

NPFECT OF INPUT BRIDGING FAULTS ON TEST SETS

In this section we examine the validity of test 0

sequences derived on the basis of the WIRED-AND and WIRED-OR

models. Most of the previous work done on this subject made

use of one of the two models to derive tests. However, as

pointed out before, fault simulation using various circuits

showed that depending on the input pattern, both these

effects (OR-ing and AND-ing) can be present in the same

circuit and that no single model can be used to develop test

sets.

We present here two examples to illustrate the

invalidity of both the models.

Figure 13 shows two 3-input NAND gates driving a 2-

input NOR gate. The bridging fault is present at the input

of the NOR gate. The accompanying table shows a set of seven

tests used to detect all single and multiple stuck-at-

faults[Berger,1973],[Hartmann,1984]. If the WIRED-AND model

is used this test set would detect the bridging fault but

simulation result shows that it does not.

For the bridging fault to be detected the output of one

NAND gate must be logic low while that of the other must be

logic high. The former condition implies that there are

exactly three n-transistors in series in the pull-down part •

of the conduction path formed due to the bridge. The latter

condition implies that the maximum resistance of the pull-up

part of the conduction path due to the bridge is that of one.-

14
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p-transistor. Thus for small values of R (typically a few

ohms) the ratio of the equivalent p and n resistances will p

always result in a logic high input to the NOR gate and

hence this fault cannot be detected.

Analogously the circuit of Figure 14 serves to

invalidate the WIRED-OR model because the fault is

undetectable for small values of R.

Thus we conclude that the effect of input bridging

faults depend not only on the structure of the circuits

driving the input nodes which are bridged but also the input

pattern to these driving circuits. Hence both these factors

have to be taken into account while deriving test sets for

input bridging faults.

15 '. -6
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SHMT'ON 2(b')"

TRANSISTOR BRIDGING FAULTS 0

All possible cases of transistor bridging faults are

enumerated with the help of the tree diagram shown in

Figure 15. Before analysing each of the cases we would like

to emphasize a few points. The entire analysis has been done

for fully complementary CMOS logic only. Thus everyy

transistor in the p-FET part would have a corresponding one

in the n-FET part and vice versa. It is convenient during

the course of analysis to lump a group of transistors

together, replace it by a block, and label it with the

subscript p or n depending on the kind of transistors

involved. For example Ap or Bp could refer to a group of p

transistors. It should be noted that each block does not

represent an arbitrary collection of transistors but rather

a suboircuit which has exactly two nodes for connection to

transistors not in this suboircuit. We will frequently use

the term "closed path" in a block to represent the situation

where the inputs to the transistors in the block are such

that there exists at least one path of conducting

transistors between the two nodes of the block. In the case .

that there is indeed a "closed path" as defined above then •

associated with each block is a resistance, for example, r"

(for block Ap). It is important to note that this resistance
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is not a constant but a function of various factors. Among

these factors are the number of conducting transistors in

the block and the location and size of the bridging fault

present in the circuit.

Continuing on the topic of notation, the potential of

any node labelled X with respect to the reference (Vs in

our case) will be termed VX.

Only the steady state analysis has been done for the

bridging faults. The only time aspect that has been dealt .

with is the amount of time required for the faulty circuit

to reach steady state vis a vis the normal circuit. Also in

calculating currents, the gate currents of the transistor

have been ignored because they are usually several orders of

magnitude smaller than drain currents.

To make the analysis less complex we have not ,

considered any case where there is fanout from the nodes

which are shorted by the bridging fault.

The most general structure of Case I is shown in

Figure 16.

We first show that any input pattern P that detects .

this fault must create a closed path in Ap and Bp. Assume

that there is no closed path in Bp, This implies that there K-%- '

is a closed path from the output Z to Vs through BN. Since

there is no charging path for Z. the output for the faulty

17
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7 NO

circuit is identical to that of the normal circuit. Now

assume that there is no closed path in Ap. As before, this

would imply a closed path from Z to Vs, now through AN. Tp

cannot conduct and charge Z under these circumstances. If it

did, there would be current flow in resistor R from the gate

to source of transistor Tp. This would imply that VGS of Tp

is positive which in turn would imply that Tp is of f. As

before, the output of the faulty circuit would be identical

to that of the normal circuit. Thus an input pattern that

detects this fault must create a closed path in Ap and Bp. -

Therefore for Case I we will henceforth assume that the

input pattern P satisfies these conditions. The resulting

equivalent circuit is shown in Figure 17.

The fault could manifest itself differently depending

on whether the output of the gate driving input X is high or

low. We now consider these cases separately.

0

(i)In this case the input pattern P is such that the output

of the gate driving X is high. The resulting equivalent

circuit is given in Figure 18. We will show by contradiction

that Tp cannot conduct. Assume Tp conducts ; then I, cannot

be zero. Because if I is equal to zero then Vx is VM and

hence Tp is off which contradicts the assumption that Tp

conducts. Since Vx cannot be greater than V , I, not equal

to zero implies current flow from X to W. Since Y cannot be

the source of Tp hence Vx -Vw, the gate to source voltage of

Tp, is positive and hence Tp is off. This contradicts the

assumption that Tp conducts. Thus Tp is off, 1, - 0, VX is

18 %
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high and the voltage VZ is low, which is the output of the

normal circuit. Thus P is not a test for this fault for any

value of R.

(ii) In this case the input pattern P is such that the

output of the gate driving X is low. The resulting

equivalent circuit is given in Figure 19. It can be shown

that

rin VDOV x  -- - - -- - - - ---- ---- -- -- ----

rP R + XIn- ) + rp + R + rin ,

rTP + r80 + rTn V

R Vo -,

V- Vx [-------------------------------------
rAP R +-Zrn____) + rAp + R + tin _

rTp + rBP + rTn
and

VW- [

+~ + rn + r~p + R + rIn
rTP + rBp + rTn

Since rA( R + rIn ) + rAp + rn , 0, I

, + r.5 + .Tn

for sufficiently large values of R, Il is a decreasing

function of R. Since rin is the effective resistance of -. .

conducting transistors and cannot grow unbounded, Vx

S- Irn ) decreases with increasing R. Thus for

sufficiently large values of R, Vx - 0. Thus TN will be off
_%- ,.,.-.

and Tp will conduct, charging Z to a logic high. Hence the
•. .'p>1

input P will not detect the fault.
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Since R, + Mrin . r + r N + r, 0,

rTp + rB + rTN

for small values of R, VW -VX is an increasing function of

R. So for sufficiently small values of R, VW -Vx  VTp , e

where VTp is the threshold voltage of transistor Tp. So 0

transistor Tp is off and Z cannot be charged. So Vz will be

at logic low and P will detect the fault.

For this case we conclude that there exists an Rh such

that the input P is not a test for R , Rh and P detects the . -

fault for R ( Rh. We note that P is also a test for input X

stuck-at-one. It should be noted that for values of R close

to Rh it is difficult to predict the behavior of the circuit

because VZ might be in the transition region between logic

high and low.
• :*. ... .=

The most general structure for Case II is shown in

Figure 20. Using the same argument as in Case I it can be .,.

shown that any input P which detects this fault must create

a closed path in Bp. However, unlike Case I we may obtain an

input pattern which does not create a path in Ap but is a

test for this fault. Thus for Case II we will henceforth \.'*-,,%

assume that the input pattern P creates a closed path in BP. •

We now analyze several different situations.
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(a) There exists a closed path in Ap.

(a)(i) In this case the input pattern P is such that it

creates a closed path in Ap and causes the output of the

gate driving X to be low. The equivalent circuit is shown in

Figure 21. We first show by contradiction that the

transistor TP must conduct. Assume Tp does not conduct.

Thus all currents are zero and hence Vx - 0 and Vw - VM.

This implies Tp conducts, which is a contradiction. It can y_
be shown that

0

Vt0
"[ r.-+ rTp-)(R + rLin_ + rp + rTp + rin + R ]

(rBo' + rTn)

Since ( Tp')R + ZlnL + rAD + rTp + rin > 0
(rB + rTn)

for sufficiently large values of R, 11 is a decreasing

function of R. Stnce rin is the effective resistance of

conducting transistors, it cannot grow unbounded, VX ( -

Ilrin ) decreases with increasing R. Thus for sufficiently S

large values of R, Vx approaches 0. Thus TN will be of f and

Tp will conduct, charging Z to a logic high. Hence input P

will not detect the fault. •

We now show that for any given ctrcuit the input P

satisfying tke conditions of Case II a(i) is always a test

for sufficiently small values of R. 0

We first investigate whether this fault can be detected

by the input pattern P when R - 0. If P were not to detect
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the fault then VZ must be logic high. So we investigate the

conditions under which VZ attains a maximum value under the

condition R - 0. We would expect this to happen when

rap - r - 0 because then VZ would differ from V by only

the VO drop across Tp. Simulation results confirm this ,

reasoning. The equivalent circuit with rap - rp - R - 0 is

shown in Figure 22.

Simulation results show that as 11 is decreased by

increasing the value of rln, Vz asymptotically rises to a

value which is still logic low. Thus there always exists

sufficiently small values of R for which the input P is a

test.

For this case we conclude that there exists an Rh such

that the input P is not a test for R ) Rh and P detects the

fault for R < P. We note that P is also a test for input X

stuck-at-one.

(a)(ii) In this case the input pattern P is such that it .p_4

creates a closed path in Ap and causes the output of the S
gate driving X to be high. The equivalent circuit is shown

in Figure 23. We first show by contradiction that TN must

conduct. If we assume that TH does not conduct, then all

currents are zero and hence VX - Vm . This implies TN

conducts, which is a contradiction.
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It can be shown that

V00
Ij --------------------------------------------------------------------------

[rp + R + rB + rTn + !p ..L -1T.-- (rip + R) 3
(rp + rTp )

Since r lp + lr5p + rTn + Lzp-+TnI-i -'R 0
(r~p + rTp)

for sufficiently large values of R, 11 is a decreasing

function of R. Hence Vx increases with increasing R and for

sufficiently large values of R, Vx is approximately V . Thus

Tp will be off and TN will discharge Vz to a logic low. Hence ,

the input pattern P will not detect the fault.

If R decreases, we expect the current I to increase.

So VX decreases causing rTn to increase and rTp to decrease.
0

Thus it is not clear what happens to VZ because of the

conflicting changes in R and rTn. Simulation results show

that there are circuits for which the fault is masked for

all values of R. On the other hand, there are circuits for

which the fault can be detected for small values of R. The , '

circuits for which this fault can be detected are those for
0

which r p is extremely small. Figure 24(a) shows a circuit

for which the fault is not detected by P for any values of R

whereas Figure 24(b) shows a circuit for which P is detects

the fault for small values of R.

For this case we conclude that there are circuits for

which the input pattern P is not a test irrespective of the

value of R. On the other hand, there are circuits for which

P is a test provided R is very small. Note that P is also a

test for the input X stuck-at-zero.
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(b) There is no closed path in Ap.

(b)(i) In this case the input pattern P is such that it

causes the output of the gate driving X to be low. The

equivalent circuit is shown in Figure 25. In this case VZ is 0

always going to be low because there is no path to charge

the output. Thus P is not a test for this fault.

(b)(ii) In this case the input pattern P is such that it

causes the output of the gate driving X to be high. The

equivalent circuit is shown in Figure 26.

Suppose an input pattern Pb, satisfying the conditions

of Case II (b) (ii), is a test for this fault. We will show

that there exists an input pattern Pa, satisfying the

conditions of Case II (a) (ii), which is also a test for

this fault. We construct Pa from Pb by changing only those

inputs in Pb which will create a closed path in Ap. Thus 0

when Pa is applied the equivalent circuit is the same as in

Figure 23. If Pb is a test then VZ is logic high in Figure

26. If we now consider Figure 23, we expect that input Pa

will cause VZ to be higher than in Figure 26 because of the r .

presence of a pull up path via Tp and r p and the absence of

the pull down path through r which is present in Figure S

26. Thus we expect Vz in Figure 23 to be logic high also.

Thus Pa is also a test for the fault. Simulation results

have confirmed this reasoning. Recall here that Pa is a test -

for X stuck-at-zero.

In the following two cases there is a path to charge VZ
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which does not include the f&ulty transistor Tp. Thus we

must consider the value of VZ when P is applied. There is a

charging or discharging time constant associated with the

load capacitance at the gate output Z. Due to the bridging

fault this time constant may increase to a value higher than

that of the normal circuit. In such a situation, depending

on the clock rate, the output of the circuit may not reach

its steady state value within one clock cycle. Thus it is

possible that the input pattern P may or may not detect the

fault depending on the value of Vz prior to P being applied. 0

However, if the time constant associated with the faulty

circuit does not exceed that of the normal circuit then it

is not necessary to consider the value of VZ prior to P
V

being applied in order to determine whether P is a test for

the fault.

0
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CASE .II

The most general circuit for this case is shown in

Figure 27. By using an argument similar to that in Case I we S

can show that any input pattern that detects this fault must

create a closed path in Bap. We now have to investigate

different cases where the fault may possibly affect the

output.

Let us consider the case where the input P is such

that there exists no closed path in Alp. If the output of S

the gate driving X is low, then there is no charging path

for VZ but VZ can discharge to its normally logic low value

through Ain. Thus the fault cannot be detected by any input S

pattern P which satisfies the above conditions. So we only

have to consider input patterns P which make the output of

the gate driving X high. In this case we first show that TP

cannot conduct. Since Vz can be at most V0 when P is

applied, then if Tp conducts then W must be the source and Y

must be the drain. But that would imply that VGS of Tp is I

positive because Vx 3 VW. Hence Tp does not conduct. P can be

a test only if there is a charging path for VZ through Ap

and Cp. The equivalent circuit is shown in Figure 28. Thus •

Vz stabilizes at

rAin. VU
V Z -----------------------------------------

rAin + rB2p + rCp + rA: ) + R + rip

with a time constant never exceeding that of the normal S
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circuit. Thus VZ can be a logic high depending on the

structure of the circuit. For large values of R, Vz will be

logic low and the fault cannot be detected. However, for

small values of R, depending on the structure of the

circuit, P may be a test for this fault.

We now consider the case when the input P is such that

there exists a closed path in Alp. To study the influence of

the fault we must investigate several cases.

(a) We first look at the situation when input P creates

a closed path in Cp. Hence there is a charging path for the

output VZ which in the normal circuit will be logic high. If

P is such that the output of the gate driving X is high,

then there is no discharging path for VZ and P cannot detect •

the fault. So for the rest of this case we assume that P is

such that the output of the gate driving X is low.

Furthermore, for VZ to have a discharging path P must be

such that there exists a closed path in either A2p or Blp.

(a) (i) P is such that there is a closed path in A2

and no closed path in B1p. The equivalent circuit for this

case is shown in Figure 29. In this case VZ will stabilize

at

1

VZ .D ------------------------------------------ ]
1 + lp

rAp + r in + R
.- ~ .. :

NS

with a time constant which never exceeds that of the fault

free circuit. Thus for large values of R, Vz is almost V0 ..,,.

and P does not detect the fault. On the other hand, for
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small values of R, Vz given by the above equation, can be S

logic low depending on the structure of the circuit. Hence

there are circuits for which this P is a test for the fault.

An example of such a circuit is shown in Figure 30 where P -

ABCDEFG - 0011000 is a test.

(a) (ii) P is such that there is a closed path in Blp

and no closed path in Ap. The equivalent circuit for this

case is shown in Figure 31, In this case VZ will stabilize

at

1
Vz - . ----------------------------------

1 + (+ rA.iP
rBl p + rTp + R + r in

with a time constant that never exceeds that of the fault

free circuit. For large values of R, VZ is almost V and P

does not detect the fault.

We now inspect this case when R - 0. For P to detect

this fault VZ as given by the above equation should

stabilize at logic low. We expect this to happen when the .

voltage drops across rB1p and rin is as small as possible and

that across rAlp and rp as large as possible. Simulation
-

results confirm this line of reasoning. Figure 32 shows a

circuit where P is a test for this fault.

(a) (iii) P is such that there is a closed path in Blp

and a closed path in A,. The equivalent circuit for this

case is shown in Figure 33. In this case Vz will stabilize

at

28
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1 + rAip + • r. A.DEC Z A 2P .

rcp + rA2p + rTp +rBlp

R + r n +

rAZ) + rTp + rBlp + rep

with a time constant never exceeding that of the fault-free $ -
circuit. For large values of R, Vz is almost VD0 and P does

not detect the fault. Note that Vz here is always less than

the stable VZ value given in Case III a(i). So if the P

corresponding to Case III (a) (i) detects the fault then

there exists some input pattern P satisfying the conditions

of Case III (a) (iii) which also detects the fault.

(b) We now investigate the situation when the input P

is such that there is no closed path in Cp. It is easily

shown that for P to detect the fault it must create a closed

path in Blp. Moreover, if P is such that the output of the

gate driving X is high, then it can be shown that Tp will be

off and VZ will be logic low. Thus this P will not detect

the fault. Hence for the rest of this case we consider input

pattern P such that the output of the gate driving X is low. .4

The equivalent circuit is shown in Figure 34.

We now investigate the following cases separately: 0

(b) (i) The input P is such that in addition to the

conditions specified in case III (b) it also creates a

closed path in A2p. The equivalent circuit is shown in

Figure 35.

If VZ is low prior to P being applied, the analysis is

very similar to that in Case I (ii). So in this case there
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is a resistance value Rho such that the input P will detect

the fault only if R , Rh.

Now we analyze the case when VZ is high prior to P

being applied. Similar to the previous case, for large

values of R the current through R is going to be negligible

and the circuit will behave as normal and thus P will not

detect the fault. Now consider small values of R. Decreasing

R will increase the current in rI thereby increasing the

voltage VX which may push TN into conduction. This would

provide a discharge path for the load capacitance in VZ.

There may also exist another discharge path through Tp which

may conduct in saturation with Y as the source and W as the

drain. So depending on the circuit parameters for small

values of R, VZ may discharge to a logic low. Thus P may

detect the fault even if Vz is logic high prior to P being

applied. So in this case there is a resistance value Rhj 0

such that the input P would detect the fault if and only if

Let us define P(L) to be the input pattern P such that

Vz is low prior to P being applied and P(H) to be the input

pattern P such that VZ is high prior to P being applied. We

emphasize here that P(H) - P(L) but their effects may be 6

different because the initial condition of Vz is involved. , N

We now proceed to show that if P(H) detects the faults, then

P(L) will also detect the fault. In other words RhI is never

greater than Rho. Assume that P(H) detects the fault but

P(L) does not for a given value of R. Under this assumption

consider the situation when P(L) is applied. Since P(L) is

N N--. N



not a test we expect VZ to reach a logic high. But this is

equivalent to P(H) being applied and hence VZ will discharge

to a logic low proving that P(L) is also a test, which is a

contradiction. So we may have values of R such that Rhj < R 0

< No where P(L) is a test but P(H) is not. Thus we may have

bridging faults which exhibit sequential behavior. That is,

a test set may or may not detect this fault depending on the

sequence in which the test patterns are applied. An example

where this sequential behavior is seen is given in Figure

36. Here SEQUENCE 1 does not detect the fault but SEQUENCE 2

does. Note that both SEQUENCE I SEQUENCE 2 are minimal test

sets that detect all single stuck-at faults for the gate

level representation of the circuit which is shown in the

figure [Berger,1973], [Lala,1985]. Thus if the fault is

detectable it w, _1 be detected by a test for Tp stuck-open.

(b) (ii) ,e now consider the situation where the input

P satisfies the conditions of Case III (b) and also does not

create a closed path in Ay. The equivalent circuit is shown

in Figure 37. There always exists a discharge path for VZ

through A2 and CN but there is no charging path. Thus VZ is

always logic low and P is never a test for this fault.

CASElZX

The most general structure of Case IV is shown in

Figure 38. As before we can show that any input pattern

that detects the fault must create a closed path in B2p. We
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now investigate different cases separately.

(a) P is such that it creates a closed path in Alp.

(a)(i) Moreover if P is such that it does not create a

closed path in Blp then Tp can conduct only if the output of

the gate driving X is low. In this situation for the fault

to be detected P should also create closed paths in AZ and

Cp. This is shown in Figure 39. In this case Vz will:-.

stabilize at

Vz- VM [-----------------------------
1 + (-rAXp-r-p )

(rA + rTp + R + rin)

with a time constant not exceeding that of the normal

circuit. Thus for large values of R, P does not detect the

fault. However, for sufficiently small values of R and

depending on the values involved in the above equation, Vz

could be logic low and P may detect the fault.

(a)(ii) We now examine the case where P creates a

closed path in Blp and Cp. Hence there is always a normal

charging path for Vz. Thus if the output of the gate

driving X is high the fault will be masked because there is

no discharging path. Therefore, P should be such that the

output of the gate driving X is low.

(a)(ii-i) We now consider the situation where in

addition to the conditions of Case IV (a) (ii) we have the

%
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added constraint that input P does not create a closed path

in Ap. This is shown in Figure 40. The voltage Vz

stabilizes at

Vz - v [--------------------------

(rB1 p + R + rln )

with a time constant which never exceeds that of the normal

circuit. Thus for large values of R, Vz is logic high and

the fault is masked. However, for sufficiently small values

of R, depending on the circuit structure Vz may be logic

low and hence P might detect the fault.

(a)(ii-2) Now we modify P in Case IV (a) (ii-1) such

that there is a closed path in Aa,. If Tp conducts, then it

is easily shown that W has to be the source. This is shown

in Figure 41.In this case it can be shown that Vz stabilizes

at

1 + 1~p+R
(R 2 + R + rin)

with a time constant never exceeding that of the normal

circuit where,

R1  (r-v- T)
(rcp + rA~p + rTp + rBlp)

R2 -- ZA- rrpTl __Tp) ' ..

- )

(r_ + r,., + rTp + rBlp)
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Thus for large values of R the fault cannot be detected by

P. However, for sufficiently small values of R, depending

on the circuit structure, Vz may be logic low and P would

detect the fault.

(a)(iii)Now we consider P such that it creates a closed

path in Blp but does not create a closed path in Cp. We

investigate two different situations of this case depending

on whether or not P creates a closed path in Ap.

(a)(iii-1) If P is such that it does not create a

closed path in A2p, then the only way P can detect the fault

is when it causes the output of the gate driving X to be

high. This is shown in Figure 42. In this case Vz will

stabilize at

Vz VO[
1+ + rBp±-~p + R +rjI-h

r- + r0,

with a time constant never exceeding that of the normal

circuit. Thus for large values of R, Vz is approximately

zero and hence the fault is masked. However, for

sufficiently small values of R and depending on the circuit

structure Vz may be logic high and P may detect the fault.

(a)(Iii-2) We now consider P such that it creates a

closed path in A2p.In this case it cannot be proven that the

charging/discharging constant of the load capacitance of Z

,.%: N. ",

:34%
J.o..

So.I



is upper bounded by the time constant of the fault free

circuit. Hence the effect of the fault may be different ..

depending on the same value of Vz prior to P being applied.

If Vz is low prior to P being applied the analysis is very

similar to Case II (a). However, unlike Case II (a) (i), we

can no longer claim that P is always a test for sufficiently

small values of R. This is because of the existence of r

between transistor TN and VSS which was not present in Case

Now we analyze the situation where Vz is high prior to

P being applied. If P is such that the output of the gate

driving X is high then the equivalent circuit is as shown in

Figure 43. Recall the definitions of P(L) and P(H)

introduced in Case III (b). Since the output of the fault

free circuit is logic low then if P(L) is a test for this

fault then P(H) is also a test for this fault.

If P is such that the output of the gate driving X is

low, then the equivalent circuit is shown in Figure 44.

Analogous to the argument used for Figure 43 if P(H) is a

test for this fault then P(L) is also a test for this fault.

(b) We now consider the case when P is such that there

exists no closed path in Alp. Under this condition if the

output of the gate driving X is low then there is no

charging path for Vz but there exists a discharging path

through Aln so that Vz becomes low irrespective of its value ,...

before P was applied, Hence the fault cannot be detected by

P. Thus for detection, P must be such that the output of
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the gate driving X is high. This situation is illustrated

in Figure 45. Furthermore for P to detect the fault it must

create a closed path in BIp. If there is no closed path in

Bip then Tp can only conduct with Y as source but that would

imply that VGS of Tp is positive. Hence Tp is of f and there

is no path to charge Vz but discharge path through Ain

exists.

(b)(i) Under these conditions let us first consider

the case when input P does not create a closed path in Cp.

This situation is shown in Figure 46. For P to detect this

fault Vz must be logic high. But if the P described in this

case detects the fault then the P for Case IV (a) (iii-2)

will also detect the fault as per the reasoning used in Case

II (b) (ii).

(b)(ii-1) We now consider P such that it creates a

closed path in Cp but none in A,. This is shown in Figure

47. It can be shown that Vz will stabilize at

Vz -v[ 1 I
S++ + rp

with a time constant not exceeding that of the normal

circuit. Thus for large values of R, Vz will be logic low

and P cannot detect the fault. However, for sufficiently

small values of R and depending on the circuit structure, Vz

may be logic high and P would detect the fault. However, we

expect that if this P detects the fault then the P of Case
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IV (a) (iii-2) also detects the fault for practical

circuits. This is because in Case IV (a) (Iii-2) we have an

additional charging path and the discharging path is worse

than that for Case IV (b) (ii-1) because Tn of Figure 43 is

not fully conducting since Vx is less than VD. Simulation

results verify this line of reasoning.

(b)(ii-2) We now consider P such that it creates

closed paths in Cp and A2p. This is shown in Figure 48. It

can be easily shown that transistor Tp cannot conduct. v.
Hence the situation is identical to that of

Case IV (b) (ii-).

Analysis of Cases V through VIII can be done in a

manner analogous to the dual Cases I through IV. We note

that if a particular p-FET bridging fault is testable by a

stuck-at-zero (one) test then the corresponding n-FET

bridging fault is testable by a stuck-at-one (zero) test.

The analogy between p-FET bridging faults and n-FET bridging

faults is illustrated by considering Case V and showing its

similarity to Case I. The analysis of the remaining cases

can be done in an identical fashion. 5.

CAMS V ;, ,.

The general structure for Case V is shown in Figure 49.

Following the argument used in Case I we can conclude that

any input P that detects this fault must create closed paths

in An and Bn. If we now draw the equivalent circuits with
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the modification that Vs is at the top and Vd at the bottom

and marking electron current directions instead of .

conventional current directions, we obtain Figure 50 and 51.

Comparison with Figure 18 and Figure 19 exhibit the

analogous nature of the analysis of n-FET faults. Thus as

in Case I we can conclude that for a certain R < Rh input P

as shown in Figure 50 will detect the fault and that P is

also a test for X stuck-at-zero.

S
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SECTION 2 (b')(i)

ANALYSIS OF RESULTS FOR TRANSISTOR BRIDGING FAULTS

We now proceed to analyse the different cases outlined

in the previous sub-section and develop a model which can be

used to generate tests for these faults.

We have already shown that all detectable faults in

Cases I and II are detected by tests for single stuck-at-

faults.

We now consider the faults described by Case III. When

P does not create a closed path in Alp ( see Figure 28 ) we

have shown that if P detects this fault then the value of R .0

must be small. This implies that the input P(L) for Case III

(b) (i) also detects this fault since transistor Tp cannot

conduct for small values of R. But P(L) is a test for

transistor Tp stuck-open.

We have seen in Cases III (a) (i) and III (a) (ii) that

if P detects the fault then the value of R is small. As

explained earlier this implies that the test for transistor

Tp stuck-open will also detect the fault.

For Case III (a) (iii), shown in Figure 3, for P to

detect the fault, Vz must be logic low. P is now modified to

P by changing inputs so that there is no closed path in Cp. . a"
• .,.. "w

If P is applied when VZ is low then we expect Vz to reach a

value which is lower than that of Figure 33 because we have
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removed a charging path (Cp). Thus P' also detects the

fault. Note however that P' is a test for Tp stuck-open.

In Case III (b) (i) we have already shown that the

fault can be detected by the test for transistor Tp stuck-

open.

Note that for Figure 39 and 41 [ Cases IV (a) (i) and

IV (a) (ii-2) 1 VZ must be logic low for the fault to be

detected. Comparing the Vz values obtained earlier for these

two oases we conclude that the Vz value is lower for Case IV

(a) (ii-2). This VZ value is expected to be higher than that

of Case IV (a) (iii-2) with the output of gate driving X

made low ( see Figure 44 ) because in the latter we remove a

charging path (Cp). Thus if P for Case IV (a) (i) or IV (a)

(ii-2) detects the fault then that for Case IV (a) (111-2),

as shown in Figure 44, also detects the fault. Note that P

for Case IV (a) (ii-2) is always an input pattern in any

test set that detects stuck-at and stuck-cpen faults.

In Case IV (a) (iii-1), VZ must be logic high for P to

detect the fault. If this P detects the fault then we expect

that P for Case IV (a) (iii-2) with X high (see Figure 43)

will also detect the fault. This is because in the latter

case we have an additional charging path through Ap whereas

Am no longer has a closed path.

Up to this point, we have analysed all cases except IV

(a) (ii-1). We have shown that for these cases if

corresponding input pattern P detects the fault then the F.

fault is also detected by any test set that detects stuck-at

faults at the input of the gate and transistor stuck-open
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faults. Simulation results have confirmed the reasoning used

in the above analysis.

As far as Case IV (a) (ii-i) is concerned, simulation

results for the circuit given in Figure 52 show that P

detects this fault for bridging resistances less than 80

kilo-ohms. Note that the circuit of Figure 52 was chosen so

that P of Case IV (a)(ii-1) has the maximum likelihood of

detecting the fault. In other words this circuit would give

the maximum value of resistance R for which this P will

detect this fault. However, the test for X stuck-at-one

detects the fault for short resistances less than 70 kilo-

ohms. Thus we have an example of a bridging fault in a

"practical" circuit where a test set designed to detect all

single stuck-at and transistor stuck-open faults does not

detect the fault but a test for this fault exists. By the

term "practical" circuit we mean a circuit which does not

have more than four p (or n) transistors in any series path

from VD to output (or output to VS). A larger number of

transistors result in impractically large delays. However.

in practice it has been observed [Soden,19851 that the value

of bridging resistance ranges from a few ohms to about 5

kilo-ohms. Thus a test set designed to detect all single

stuck-at and transistor stuck-open faults would detect all

practical oases of transistor bridging faults. ON
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TRANSISTOR STUCK-OPEN FAULTS

Analysis of an open fault in a CMOS gate is based on

determining the presence of a break in a conduction path

[Chandramouli,1983J. If there is an open fault in the drain

or source of a p (n) transistor, then that p (n) transistor S

will not conduct. So if there is a break in the drain or the

source of a p (n) transistor, all the pull up (down) paths

that have that transistor in series, will not conduct. Thus S

to check a drain or a source open fault in a p (n)

transistor, the output of the circuit is first pulled to 0

(1). Then the pull up (down) path, with the p (n) transistor

in question, is activated. If there is a fault, the pull up

(down) path will not conduct; and the load capacitance at

the output node cannot be charged. Thus the output will

remain at 0(l) and the fault can be detected.

It is possible to localize a fault to a particular path

since a fault in any transistor in that path will have the 0

same effect. To check for open faults in any particular path

one has to apply a pair of inputs IJha,1986]. The first is

an initialization input which sets the output node at a

certain voltage. The next is the evaluation input which

should produce a change in the output node voltage if the

path being checked does not have an open fault. 0
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Assume that there is only one transistor with an open

fault at its drain or source. We can test for the presence

of this fault in a p-transistor Tp and it's corresponding n-

transistor TH by applying three tests. The first sets the 0

output to logic high. The second activates pull down path(s)

such that all closed paths pass through TN. The third

activates pull up path(s) such that all closed paths pass

through pass through Tp. In this case, high-low-high is the

fault free output. Alternately, the output could be set to

logic low instead, and the paths checked in the reverse 0

order. In this case, low-high-low would be the fault free

output. Note that the second and third tests are tests for

single stuck-at faults at the gate input which is common to

Tp and TN. Furthermore these three tests may detect multiple

stuck-open faults if the inputs used to activate the paths

described are chosen carefully.

The presence of input skews can prevent the faults from ,

being detectable by the above method. Suppose there is an ...

open fault in a pull down path and there is a particular

input combination that is applied to charge the output node

to logic high. In general, only some of the inputs have to

be changed to activate the pull down path. Due to different

inputs changing at different times, this may result in

another pull down path being activated momentarily due to a

transient input combination. This could discharge the output

node and make the circuit appear fault free even if it is

not. One way to avoid the skewing problem is to use an extra

control input.[Reddy,1988]
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We now propose a testing scheme that cannot be 0

invalidated by input skewing and does not require any

additional control inputs. Let P1 P2 P3 denote the three

tests described earlier. If P2 and P3 differ only in the

gate input X, common to TN and Tp, and P1  P3 then the

resulting test sequence cannot be invalidated by input

skewing. This is because consecutive stages of the P1 P2 P3

sequence involve a change in a single input.

We now show that if a test for TN or Tp stuck-open

exists then we can always find P1 and P2 satisfying the

requirements of our proposed scheme. In order to test for TN

stuck-open there must exist an input pattern such that all

closed paths from output to VS pass through TN. This is the

P2 required in our scheme. We note that the input X must be

set to 1 in P2. P1 can be obtained from P2 by only changing X

to 0. Thus in PI there can be no paths from output to VS. So

there is closed path(s) from V0 to output. Moreover all

these paths must pass through Tp. This is because we did not

have a closed path from V to output in P2 but by changing

only X closed path(s) were obtained. Hence the described

scheme avoids the problem of input skewing.

Lastly, if the gate of a transistor is open, the fault 0

may not be easily detectable. For example, if a p transistor

was on when a break occurred at the gate, the capacitance .3

associated with the gate will keep the transistor conducting

for some time. So the circuit will behave as a pseudo-nMOS v-Y

circuit as long as the transistor conducts. This can,

however, be detected by current monitoring. SPICE
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simulations shov that the current drawn by the faulty

circuit Can inverter) will be in the milliamp range while

the current drawn by the normal circuit is in the order of

picoamps. Moreover, if the open gate is affected by voltage

fluctuations in adjacent lines, it's voltage may change and

make the circuit behavior unpredictable.
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SECTION 3.1

STUCK-OPEN FAULTS IN CMOS INVERTERS

The circuit for a CMOS inverter is shown in Figure 53.

In this figure, Cg is the gate capacitance of a p or a n

transistor, and Ci is the capacitance of the output node of

the inverter. The possible locations of open faults are

marked as 1 to 7. Another inverter has been used as a load

in the SPICE simulations and resistances varying from 1 to 0

50 Megaohms have been used to simulate a constriction in the

line which may lead to a break. Vout should follow Vin in

the fault free case, while Vi should be the complement of

Vin. Faults 1,2 and 3 are classified as gate faults, 4 to 7

as drain and source faults.

SECTION 3,1(a)

DRAIN AND SOURCE FAULTS S

Positive and negative pulses are defined as follows:

A positive pulse has a value of 0 V for a time

sufficiently large for the circuit under consideration to 0

reach a steady state. The pulsed value is 5 V for a duration

of 50 ns and the final value is 0 V for a further 50 ns.

A negative pulse has a value of 5 V for a time ,

sufficiently large for the circuit under consideration to i

reach a steady state. The pulsed value is 0 V for a duration

of 50 ns and the final value is 5 V for a further 50 ns. 0
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FAULTS 4 AND 5

The faults 4 and 5 can be treated together, as they

exhibit identical behavior.

Positive Pulse applied at Vin:

Before the pulsed period, in the steady state, T1 is

conducting, Vout is 0 V while V1 is 5 V. During the period

when the pulse is 5 V, the n transistor T2 conducts as

expected, and the load capacitance C1 is discharged. Thus

Vout becomes logic high. When Vin is 0 V again, Ti conducts

but due to the fault resistance C1 cannot charge to a logic

high in the remaining 50 ns. So VI remains logic low and

Vout remains logic high for the remainder of the pulse.

Negative pulse applied at Vin:

Before the pulsed period, Ti is off, T2 is on, and Ci

is discharged. Vi is logic low and Vout is logic high. When

the pulse is 0 V, Ti turns on, but due to the fault

resistance C1 cannot charge to a logic high. So Vi remains

at logic low and Vout remains at logic high. When the pulse

returns to 5 V, T2 is turned on again, Ci remains discharged ...

and Vout remains logic high.

These have been verified by SPICE simulations.

Resistances of the open faults were varied from 1 to 50

Megaohms. Both faults 4 and 5 showed identical behavior. The

value of C1 used in the simulations was the capacitance

associated with the model parameters. In practice it will be

larger than the value used in the simulations (due to the
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contacts and metal lines), which reinforces the validity of

the results.

FAULTS 6 AND 7

Similarly, faults 6 and 7 can be treated together.

Positive pulse applied at Vin

Initially T1 is on, T2 is off, Vi is at logic high and

Vout is logic low. After Vin reaches 5 V, T2 turns on but

due to the large fault resistance, C1 cannot discharge to a

logic low. As a result, the logic levels of V1 and Vout do

not change. After Vin goes back to 0 V, V1 remains at logic

high and Vout at logic low.

Negative pulse aplied at Vin:

The transistor T2 is on before the pulse occurs and so

Ci is discharged. When the pulse occurs, T2 is turned off,

T1 is turned on, and the circuit behaves normally. After Vin

returns to 5 V, T2 turns on but Ci cannot discharge during

the remainder of the pulse due to the presence of the fault

resistance. Hence Vi remains at logic high and Vout remains

at logic low. 1

The above analysis have been verified by simulation.

48

V S

O

5 0



DX YM Jr .R U

The results can be summarized as follows: 0
I Drain or Source

fault in
Input Voltage aT u I T2

Vin Vout I Vout II 1

I case 1 I case 2 1 .-

I Positive 0 V I logic low I logic low I
I Pulse 5 V I logic high logic low I

0 V logic highi logic low I

I case 3 case 4

Negative 5 V I logic highl logic highl
I Pulse 0 V I logic highI logic low

5 V logic highi logic low I

The effect of the fault was observed for cases 2 and 3

during the pulsed period, and for cases 1 and 4; after the

pulse.

-k
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SECTION 3. 1 (b)

STU -OPEN FAULTS AT ThE GATES

Gate fault modelling can be considerably more

complicated than the modelling of drain and source faults.

Here the current values are extremely small, and the

coupling of the open gate with neighboring lines may make

the transistor behavior unpredictable. The behavior of the

transistor after the gate open fault has occurred depends on

whether the channel of the transistor exists or not.

If a transisto- is in conduction when its gate is

opened, its channel will be present for some time until the

charge in the channel leaks away. During this time period

the transistor will conduct. If the p transistor has a gate

open fault, the CMOS inverter will behave as a pseudo-nOS

inverter while the p transistor conducts, and the fault will

be masked during this period. The current drawn by the

circuit will increase significantly. If the n transistor has

a gate open fault, then the circuit may give a wrong result,

depending on the resistance of the fault.

The line open faults at the gates (1,2,and 3) have been

modelled by a large resistor whose value was varied from 1

to 50 Megaohms. There is a shunt capacitance across this

resistor which results from the break. It was observed from

the simulations that the existence of the shunt capacitance

(estimated, to be of the order of fF, from the physical

dimensions of the break) did not change the circuit
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behavior. The circuit behavior is dependent on the time •

constant of the RC circuit that comprises of the RC

equivalent of the break and the gate capacitances to the

right of the break. The simulation results are explained in

the following sub section.

FAULTS 2 AND 3

Faults 2 and 3 are similar.The response of the circuit

in the presence of faults 2 and 3 are identical for

complementary input pulses.

Fau1la2

Positive pulse applied at Vin:

S
Before the pulsed period Ti is on, V1 is logic high and

Vout is logic low. When the pulsed period occurs, T1 does

not turn off as its gate capacitance is not charged due to

the presence of the fault resistance. T2 however, turns on,

and the circuit behaves as a pseudo-nMOS inverter. The

subsequent gate sees the output as a logic low, and hence

gives the proper output. However, the current drawn in this

case is much larger (a factor of a million) than the normal

value. 0

Negative pulse applied at Vin:

Initially T2 is on, TI is off, VI is logic low, and

Vout is logic high. When the pulsed period occurs, for a

resistance of 1 Megaohm, the circuit exhibits a large rise

time. For larger fault resistances however, Ti cannot turn

on in the pulse duration (50 ns) and V1 stays logic low;

Sii



Vout remains at logic high during and after the pulsed

period. Therefore, the fault can be detected during the

pulsed period.

Positive pulse at Vin:

Initially T1 is on, T2 is off, V1 is logic high, and

Vout is logic low. When the pulsed period occurs, for a

fault resistance of 1 Megaohm, the circuit exhibits a large- -..:-

rise time. For higher fault resistances, T2 cannot turn on

during the pulsed period. So C1 remains charged at logic

high, and Vout remains at logic low. Hence the fault can be

detected during the pulsed period.

Negative pulse at Vin:

Initially Ti is off, T2 is on. During the pulsed

period, T1 turns on but due to the presence of the fault

resistance, T2 does not turn off. So VI is determined by the

resistances of T1 and T2. V1 varies from 0.16V, at the

beginning of the pulsed period, to 1.9v (for 1 Megaohm) and

0.8v (for 50 Megaohms) at the end of the pulsed period. The

next inverter thus sees VI as a logic low, and so Vout stays

at logic high. So this fault is detectable.

FAULTS AT BOTH GATES

In the presence of this fault, the circuit shows a , A

memory effect. For this fault, the gates of both the
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transistors are affected. The combined gate capacitances are

not charged sufficiently through the fault resistor. So for

all values of fault resistors used, the effective logic

value at the input of TI and T2 remains unchanged during 
the - •

pulsed period. Hence voltages V1 and Vout retain their

previous logic values. So for both cases, the fault is

detectable.

Tabulating these results:

Fault Positive pulse Negative pulse i-,

1 detectable detectable

2 detectable* detectable 0 •

3 detectable detectable .. ..

detectable by current monitoring only.

% %
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ANALYSIS OF RESULTS FOR TRANSISTOR STUCK-OPEN FAULTS

The study of open faults in inverters shows that faults

can be classified broadly into two categories: those on the

output side ( i.e. source and drain faults ) and those on

the input side ( gate faults).

The drain and source faults have identical behavior,

and results in a break in the conduction path. If

detectable, these faults can be detected by employing a

sequence of three tests. .o

The gate faults are more difficult to model due to

smaller currents at the gateand due to unpredictable ..,

coupling between the open gate and other neighboring lines.

For the fault resistances used in the simulation, faults 2

and 3 are detectable. Fault 1 is also detectable and gives

rise to the 'memory' effect as the circuit retains its

previous logic value. Fault 2 cannot be detected by a

positive pulse input unless current monitoring is used. C.
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TRANSTWIT FAULTS CAUSED BY ALPHA-PARTICLE RADIATION

A transient fault is a temporary nonrecurrent fault.

Alpha-partioles are a major source of this type of fault.

It is conjectured that alpha-particles produce high current

density pulses which in turn may cause electromigration

resulting in open lines[Kornreich,1987). Figure 54(a) shows

a simplified model for a CMOS inverter. A theoretical model

for representing the effect of alpha-particles in the CMOS Ie

inverter is shown in Figure 54fb). In this model alpha-

particles affect only the lines containing capacitors C2 and

C3, and do not affect the lines containing C, and C4. This is S

because C1 and C4 are connected to Vdd and Vs respectively

and are hence more immune than C2 and C3 to external

effects.In this model pulse current sources I, and 12 are

placed as shown in the figure.

In CMOS circuits, alpha particles can cause both

1 -- 0 and 0 -- , 1 transition. As mentioned above, they do

not in general affect the Vd and V, lines as they are very Al.,

well protected. If an alpha-particle strikes a signal line

in a CMOS circuit, a pulse is usually generated which may or

may not propagate through the circuit. It is necessary to

investigate the effect of the pulse on the circuit. .b ,

To simulate the effect of alpha-particles in logic
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circuits a circuit consisting of cascaded inverters, as

shown in Figure 55, was used. A pulse was fed to the input

of inverter 1 and its effect was noted as it propagated

through the other inverters. Pulses of varying widths, as

shown in Figure 56, were fed at the input of inverter 1.

The width of the pulse, measured at an amplitude of 3.2

Volts, for the outputs of inverters 2, 4, and 6 (i.e. the

voltages V(2), V(4), and V(6) ) is tabulated in Figure 57.

When the input pulse width is Ins, it was observed that the

amplitude of the pulse decreases as the number of inverter '7

stages increase. This effect is not noticed for wider input

pulses. From Figure 57 we notice that the pulse width at the

measured amplitude increases with the number of inverter

stages. This is because the associated RC time constant

increases with the number of inverter stages. However,

irrespective of the number of inverter stages the pulse is

always propagated to the output. The effect of pulses of

width less than Ins could not be studied because of the

limitation of SPICE.

Currently there are two major techniques for dealing 'V,

with such transient faults. The first method is based on the

duplication of hardware. This has two drawbacks : (i) the

overhead is very large ; (ii) both copies of circuits may .":

fail causing wrong data to be accepted as being correct.

The alternative approach is to use 'filtering'. In this

approach filtering circuits are placed between combinational ,X'V
op

logic blocks and registers. The filters are basically r %

integrators which eliminate the transients caused by alpha-
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particles. However, this introduces additional delay in the 0

circuit.

The conclusion that can be drawn from our experiment is

that pulses caused by alpha-particle radiation may trigger

latches and hence cause sequential circuits to behave

incorrectly.

%
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In this report we have presented a detailed examination

of the most probable permanent faults in CMOS circuits i.e.

bridging faults and stuck-open faults. Bridging faults were

studied under two categories viz. input bridging and

transistor bridging faults.

We have concluded that it is not possible to develop a

generalized model for input bridging faults. The effect of

an input bridging fault depends not only on the structure of

the circuits driving the input nodes which are bridged but

also the input pattern to these driving circuits. Hence both

these factors have to be taken into account while deriving

test sets for input bridging faults. We concluded that a V

test set designed to detect all single stuck-at and

transistor stuck-open faults would detect all single

transistor bridging faults in practical circuits where the

bridging resistance is less than 70 kilo-ohms. We remark

that in practice it has been observed [ Soden, 1985 ] that

the value of bridging resistance ranges from a few ohms to

about 5 kilo-ohms. We have seen earlier that the

charging/discharging time constant of the faulty circuit is

crucial in determining the effect of certain transistor

bridging faults. We also recall that if the

5 ....
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charging/discharging time constant of the faulty circuit 0

exceeds that of the normal circuit then whether or not the .'Af/.

fault will be detected within one test period depends on the

test frequency. Consequently for a particular fault the

masking resistance is higher for a test sequence with a P.

lower frequency than that with a higher one.

Stuck-open faults at the drain and source of a

transistor can be detected by employing a sequence of three

tests. We have proposed a testing scheme that is not

invalidated by input skewing and does not require additional

control inputs. Stuck-open faults at the gate of the

transistor are more difficult to model due to smaller

currents at the gate and due to unpredictable coupling

between the open gate and other neighbouring lines. We have

verified by simulation that certain cases of a stuck-open

faults give rise to a "memory" effect.
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G RE ENBELT 10D. 2077 1

HARRIS SEMICONDUCTORS ,
ATTN: 4R. C. E. ANDERSON

6 P.O. BOX 883
V; MELBOURNE FLA. 32901 ,
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HARRY DIAMOND LABORATORIES
ATTN: FOR. A. J. SABA

2800 POWDER PILL ROAD

WESTINGHOUSE1
FRIENDSHIP SITE
BERNARD A. BANG

P.O. BOX 1521
BALTIMORE Mo 21203

HARRIS SEMICONDUCTOR1
ATTN: MR. M. BELGIN

P.O. BOX 883 *"

MELBCURNE FL 32901

LOCKHEED M4ISSILES t SPACE CO.1
AT TN: MR. SENE/PR. MCGILL
DEPT. 8441. BLDG. 154
P.O. BOX 504
SUNNYVALE CA 94088 5

A ERONUTRCNIC-FORD CORPORATION 1

ATTN: MR. W. BERG.ER ~
WSTN 0EV LAB# M/S H1-21
DIV. 3939 FABIAN WAY
PALO ALTO CA 94303 h

UNITRODE CORP.1
AT TN: MR. FRED SLAT T
580 PLEASANT STREET S

WATERTOWN MA 02172

NAVAL WEAPONS CENTER1
MICROELECTRONI CS DIVISION
CODE 5525. H.J. BLAZEK
CHINA LAKE CA 93555

GENERAL DYNAMICS1
ELECTRONICS DIVISION ..

ATTN: G.I. BOLDMAN/V.S. JOHNSON.JO
PO BOX 81127
SAN DIEGO* CA 92138 0

A D/ S DE P1
AT TN: D. BRAXTON

BLDG 11. RM 211
E GL IN A FB FL 3?54 2
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GENERAL DYNAPICS CORP.
Mz 1184 FORT WORTH DIV.
ATTN: OR, H. Do BROWAING
P.O. BOX 748
FT WORTH TX 76101

FAIRCHILO SEMICONDUCTOR ,
ATTN: MR. J. BYRNE. X/S 14-1053464 ELLIS STREET . J,,'e'
MOUNTAIN VIEW CA 94042

HARRIS ESD, 1
ATTN: MR. T, CALLAHAN
P.O. BOX 37

MELBOURNE* FLA 32901

NAVAL AIR SYSTEMS COMMAND 1
CODE ADPO-33
ATTN: MR. CHARLES D. CAPOSE.LL
WASHINGTCN DC 20361

GARRETT MANUFACTURING LIMITED.1
ATTN: 1R. R. CLARKE y
255 ATTWELL OR.
REXDALE. ONT. P9W5B8

GENERAL ELECTRIC CO. 1
AEROSPACE ELEC SYSTEF DEPT.
ATTN: MR. D. M. COLE
91 BROAD STREET

UTICA# NY. 13503

D ESC/EC
ATTN: MR. R. COOPER ,"V
DEFENSE ELECTRONIC SUPPLY CENTER
DAYTCN OH 45444

0 % %
HARRIS SEMICONDUCTOR 1

ATTN: MR. J. DAVIDSONS P , . B O 0 X 8 8 3 , - " '
" ~~MEL B OU RN EP FLA . 32 90 1. .. '.,

HENRY C. LIVINGSTON 1
SANDERS ASSOCIATES INC
NAM 4-6
C. S. 2304
NASHUA, Nh 03061-2004 '
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MCDONNELL DOUGLAS 1
ATTN: DON DOHM
DEPT. 358p SLDG 2?OE LEVEL 2
P.O. BOX 516
ST. LOUIS* MO. 63166 h,

TRW SYSTEM GROUP 1
ATTN: DR. BARRY DUNBRIDGE
ONE SPACE PARK
REDONDO BEACH CA 90278

FAIRCHILD RESEARCH & DEVELOPMENT 1
ATTN: LIBRARY
M/S 30-3230L
4001 MIRANDA AVE. 0
PALO ALTO CA 94304

SINGER-KEARFOTT DIV. 1
ATTN: MR. GEORGE EBEL
M/S 12-8-12
150 TCTOWA RD. 0
WAYNE NJ 07470 4
AEROSPACE CORP.
E. EL SEGUNDO BLVD
ATTN: MR. J. EGAN
EL SEGUNDO CA 90245 0

100 KINGSLAND RD 1
ATTN: DR. C. E. EHRENFRIED
CLIFTCN NJ 07014

NORTHROP 1
ATTN: MR. P. H. EISENBERG
2301 NEST 120 STREET
HAWTHORNE CA 9C250

ASD/ ENES S , ., ,,'

ATTN: MR. ROGER FAUST
WRIGHT PATTERSON AFB OH 45433

HEWLETT PACKARD "
ATTN: MR. R. FELLOWS
640 PAGE PILL ROAD "
PALO ALTO CA 94304
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GENERAL ELECTRIC CO. , ,
ATTN: FB. FOODY
RM2072T
130 PLASTIC AVE.
PITTSFIELD MA 01201 *1*
LOCKHEED ELECTRONICS
ATTN: MR. G.L. FREED
1501 RTE 22
PLAINFIELD NJ 07061

NATIONAL BUREAU OF STANDARDS,,
ELECTRON DEVICES SECTION
ATTN: MR. JUOSON FRENCH
WASHINGTON DC 20234

THE AEROSPACE CORPORATION
ATTN: DR. G. GILLEY
P.O. Box 92957 •

LOS ANGELES CA 90005-2957

J. A. GIORDMAINE
BELL LABORATORIES
600 MOUNTAIN AVENUE
MURRAY HILL NJ 07974 0

H EWLET T-PACKARD 1lw
ATTN: P. E. GREENE
1501 PAGE MILL ROAD
PALO ALTO CA 94304 .

MCDONNELL DOUGLAS ASTRONAUTICS CO. 1

AT TN: DR. C. HALE - -

E261/101/MEZZ E54
BOX 516
ST. LOUIS MO 63166

PARTS TECHNOLOGY INC 1

ATTN: MR. LEON HAMITER
SUITE 117
904 EOB WALLACE AVE
HUNTSVILLE AL 35801

WESTINGHOUSE ELECTRIC CORP. ,

AT TN: MR.A. HAMMIL N
P.O. BOX 746

9ALTIMORE MARYLAND 21203
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BOEING CO1
ATTN: MR. J. HARDEN
MIS 4!-31
P.O. ROX 39990
SEATTLE WA 98124

DESC/EQM (MR. 0. HILL)1
DEFENSE ELECTRONIC SUPPLY CENTER
DAYTON* OHIO 454144

RCA CORPORATION1
ATTN: MR. HILLIBRAND/ MR. SHECTER
SOLID STATE DIVISION
ROUTE 202
SOMERVILLE* NJ 08876

MOTOROLA SEMICONDUCTOA PRODUCTS 1
ATTN: MR. L. HIRSCH
M/D 110
2200 W. BROADWAY
MESA AZ 85202 ~

MOTOROLA INC 1
ATTN: DR. W. HOWARD
5005 E. PCDOWELL ROAD
P.O. BOX 2953 S
PHOENIX AZ 85062

GENERAL DYNAMICS, POMONA DIV.1
ROBERT W. HOWLAND
M/Z 4C6-4
P.O. BOX 2507
POMONA, CA 91766

NASA-LANGLEY RESEARCH CENTER 1
ATTN: MR. C. HUSSON
LANGLEY STATION
HAMPTON, V.A. 23365

DARPA/DIR (IPTO) 1-
ARLINGTONo VA. 22209

SPER RY RAND CORP- UNIVAC DIV.1
UNIVAC PARK
AT TN: MR. R.I. IVERSCN (MS - U2P22) 0
P.O. SOX 415?5
ST. PAUL MN 55164

DL-12
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DELCO ELECTRONICS 1

DIVISION GMC 1*
ATTN: MR. L. JACCBSON
6767 HOLLISTER AVE.
GOLETA CA 93017 0

H.F. JENNINGS
E SYSTEMS INC
MS 31
P.O. BOX 12448
ST PETERSBURG FL 33733

MCDONNELL DOUGLAS ASTRONAUTICS
ATTN: G. M. JOHNSON
DEPT E261/BLDG 101/MS 54
P.O. BOX 516
ST.LCUIS MO 63166 0

ANALOG DEVICES SEMICOhDUCTOR 1

ATTN: MR. J. KAUFMAN
829 hOBURN STREET
WILMINGTON MA 01887

ROBERT KENT 1

ESD/TOE
BEDFORD MA 01731

ATTN: MR. JACK S. KILBY
5924 ROYAL LANE
SUITE 150
DALLASo TX# 75230

LEAR SIEGLER INC. 1
ATTN: JIM. KORN
MIS 113
4141 EASTERN AVE. S.E. ',

GRAND RAPIDS MI 49508

BENDIX CORP.
ATTN: GEORGE KRAPER
MAIL CODE 2/13
DEPT. 6401
TETERBORO* NJ 07608

TRW SYSTEMS GRCUP 1
AT TN: DONOVAN LAPITZ .

R6/21 84
ONE SPACE PARK
REDONDO BEACHP CA 9C278 I S

DL-13
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C014MANDER 1
ESD/ TOET
W, LAURIEi D CALKINS
HANSCOM AFB MA 01731

TELEDYNE SYSTEMS
ATTN: J. LAWSON
12964 PANAMA ST.
LOS ANGELES CA 90066

DIRECTOR
NATIONAL SECURITY AGENCY
ATTN: MR. DAN LEWIS
S275
FORT G. PEADE MD 20755

ROCKWELL INTL, AUTONETICS DIV
ATTN: DR. J. LICARI
3370 FIRALOMA AVE.
P.O. BOX 419_
ANAHEIM CA 92802

MR. ROLF LINDEN
MARTIN MARIETTA
MP-189 P.O. eOX 5837

ORLANDO, FL 32855

RAYTHEON COMPANY 
1., ,,

ATTN: MR. A. MACDONALD
350 ELLIS STREET ..

MOUNTAIN VIEW CA 94042 5

RCA, ASTRO-ELECTRONICS DIV. 1
ATTN: MR. V. J. MANCINO
P.O. Box 830
ORINCETON, NJ 08540 0

S INGER KEARFOT T1
ATTN: RALPH MARSICO
1150i MCBRIDE AVE.
LITTLE FALLS NJ 07424 S

NASA 1 ';

ELECTRONICS 9 CONTROL , ,

ATTN: MICHAEL D. MARTIN E813
MARSHALL SDACE FLIGHT CENTER AL 35812 5
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TEXAS INSTRUPENTS INC1
ATTN: MR. R. E. MCCULLOUGH
P.O . BOX 5012 - M/S 49
DALLAS TX 7522?

BELL LASS1
ATTN: J. N. MCGINN (28273)
555 UNION BLVD
ALLENTOWN PA 18103

NAVAL OCEANS SYSTEMS CENTER1
AT TN: MR . W. D. MCKE E / CODE 5 51 1
21 CATALINA BLVD
SAN DIEGO CA 92152

MIT LINCOLN LABORATORY1
ATTN: PAUL MCKENZIE
P.O). BOX 73
LEXINGTON MA 02173

WESTINGHCUSE ELECTRIC CORP1
AEROSPACE DIVISION
AT TN: MR. LEO MCPHERSON
PO BOX 746m. PS-484
BALTIMORE MD. 21203

HAZELTINE 1
ATTN MR. MINEN/HERRING/HANA/CLERIHEW
CUBA HILL ROAD
GRE ENLAWN* N.Y. 1 174CI

TEXAS INSTRUM'ENTS INC.1
ATTN: MR. RALPH a. MILLER C
BOX 5012 MIS-i?
DALLAS TX 7522' t'-

MARTIN MARIETTA CORP1
ATTN: L. MIRTH
MP 199
PO BOX 5837
ORLANDO FL 32855

RAY MOIR1
ARINC CO
2551 RIVA RD
ANNAPOLIS MD 21401

DL-15
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ITT AVIONICS 1
ATTN: MR. R. J. MOLINELLI
390 WASHINGTON AVE.
NUTLEYP NJ 07110

MCDONNELL DOUGLASS CORP.
ATTN: J.D. MONTONYE
DEPT E261 / BLDG 101 / MS 54
BOX 516
ST. LOUIS, MO 63166

J.W. MOODY/ H. YEARWOOD
NASA PARTS LEAD CENTER OFFICE
CODE EG02
MARSHALL SPACE FLIGHT CENTER
.HUNYSVILLE, ALA 35812

U.S. NAVAL AVICNICS FACILITY
DI908
ATTN: MR. V. MUSGRAVE
21ST & ARLINGTCN
INDIANAPOLIS, IN. 46218 S

LEAR SIEGLER# INC. 1
ATTN: MR. NUCKOLLS
ASTRONICS DIV (DEPT 174)
3171 SOUTH BUNDY DRIVE S
SANTA MONICA CA 90406

GENERAL ELECTRIC ORDRANCE
ATTN: MR. T. OSTROWSKI
100 PLASTICS AVE.
PITTSFIELD MA 01201

MARTIN MARIETTA 1
ATTN: NEIL V OWEN ,pi
MIS 194

P.O. BOX 5837
ORLANDO FL 32855

MR. HOWARD PERLSTEIN (MS 31/30) 1
MGR. SUPPLIES TECH SERVICES
LITTON GUIDANCE AND CONTROL
5 530 CANOGA AVE
WOODLAND HILLS CA 91367

USAF1

ASD/ENASC
ATTN: MR. J. PESLER
WRIGHT-PATTERSON AFB OH 45433 0
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ATTN4: MR, W, PETERSON
SOLID STATE DIVISION

U.S.A. ELECTRONICS CCOMMAND1
AMSEL-TL-Z F
ATTN: OLAYDEN
FT MCNMOUTH NJ 07703

NAVAL WEAPON SUPPORT CENTER1
AT TN: MR, J. RAMSEY* CODE 7024
CRANE, IND. 4.7522

T. REDGATE
OELET-R-S
ER ADCOM
FT 14CNMOUTH NJ C7703

RCA CORPORATION
SOLID STATE
ATTN: MR. E. M. REISS a
ROUTE 202
SOqMERVILLE, NJ 08876

R. E. ROBERTS (MS 35)
LITTON G/CS
5500 CANOGA AVE
WOODLAND HILLS CA 91365

THE BOEING Co.
ATTN: MR. DONALD D. ROBINSON ~<
"S 88-43 2-3622
P.0. BOX 3999
SEATTLE WA 98124

NATIONAL SECURITY AGENCY
ATTN: MR. J. ROooy
S 272
FT GEORGE G. MEADE, 110. 20755

8ORZ S H. ROSEN

RCA CORP
SLOG 13-3-7
FRONT & COOPER STS.
CA"DEN NJ 0810?

DL-1 7



DEFENSE LOGISTICS STUDIES INFO
ARMY LOGISTICS 1MANAGEMENT CTR
ATTN: MR. SAM4PSAN
FORT LEE VA 23801

SPERRY GYROSCOPE CO.1
14ICROELECTRONIC COMPONENTS
ATTN: MR. F. V. SCARAVAGLIONE
GREAT NECK* NY. 11020

AFWL/SUE 1.
ATTN: MR. JOHN C. SCOTT
KIRTLAND AF8 NN 87117

JET PROPULSION LAB1
ATTN: MR. R. SCOTT
M/S T-1 180
4830 OAK GROVE DR.
PASADENA CA 91109

AEROSPACE INDUSTRIES ASSOC.1
ATTN: S. N. SIEGEL
1725 DE SALES STREET NW
WASHINGTON DC 20036

MOTOROLA INC1
ATTN: JOHN R. SIMON 4

8201 E. MCDOWELL RD
SCOTTSDALE AZ 85252

MOTOROLA INC.1
DISCRETE SEMICCNDUCTOR DIV.
ATTN: MR. GILBERT SLIFER
5005 EAST MCDOIAELL ROAD
PHOENIX AZ 85008

HONEYWELL1
ATTN: MR. CHARLES SPEERSCHNEIDER
10701 LYNDALE AVE
BLOOMINGTON MN 55420

HONEYWELLos INC. 1

AT TN: R. SPENCER /G. TUCKER
MS-813-5
1335C U.S. HIGHWAY 19
CLEARWATER FL 33516

DL-1 8



SINGER
ATTN: MR. R. E. SPIEGEL
M.S. 11827
164 TOTOWA RD.
WAYNE NJ 07474-0975

iBM CORPORATION 1
ELECTRONICS SYSTEMS CENTER
ATTN: R. STETTINIUS /V.P. SINGLETON
FSD, MS 102A65

OWEGO NY 13827

MCDONNELL DOUGLAS ASTRONAUTICS 1
ATTN: MR. A. J. EGEN
SLOG 106, ROOM 306
P.O. BOX 516
ST. LOUIS. MO. 63166

DELCO ELECTRONICS 1
AT TN: MR. BOB STRAUB
MAIL STOP R117
700 EAST FIRMIN STREET
KOKOMO IN 46902

DEPT. OF THE NAVY 1
ATTN: C.R. SUMAN
NAVALEX CODE 8134
WASHINGTON D.C. 20360

RCA CORPORATION I
SOLID STATE DIVISION
ATTN: MR. M. VINCOFF
ROUTE 202
SOMERVI, LE NJ 08875

NATIONAL SECURITY AGENCY 1
ATTN: MR. WILLIAM W. VINSON
DEPT RI 51
9830 SAVAGE ROAD
FT. MEAD MD 20755

CONTROL DATA CORP. 1
ATTN: JIM VON BANK .. ,.
2300 EAST 18TH STREET
BL3OI NGTON ON 5 5420

A FAL/AAD 1I
ATTN: MR. S. E. WAGNER
WRIGHT-PATTERSON AFB OH 45433

DL-19
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SPERRY RAND CORP. I
SPERRY GYROSCOPE DIV. JC-13.3
ATTN: MR. DAVID S. WALKER
MS-K17
GREAT NECK* L. I* NY. 11020

DONNA WHEELER PR-378 1
MIL-DOCUMENT LIBRARIAN
MOTOROLA LINEAR/MILITARY
7402 S. PRICE RD
TEMPE AZ 85283

GENERAL DYNAMICS- CONVAIR 1

AVIONICS DEVEL. LABS
ATTN: WAYNE WILLIAMS/CORMIER
P.O. BOX 80847
SAN DIEGO CA 92138

GENERAL DYNAMICS CORP. I
ATTN: MR. 0. W. WOOD
P.O. BOX 748
FT WORTH, TX. 76101

NAVAL AVIONICS CENTER 1
ATTN: FRANCIS KLINKOtSKI
CODE 917
6000 EAST 21ST STREET 0
INDIANAPOLIS IN 46218

MCDONNELL DOUGLAS1
AT TN: S. VERMANI . *.4"

P.O. BOX 516
BLDG 111 0
ST. LOUIS MO 63166

HONEYWELL 1 k .j-
AT TN: BILL BARNARD
6530 HARBOUR HEIGHTS PARKWAY
EVERETT WA 98207

TELEDYNE SYSTE.S CO. ..

ATTN: G. PRABHAKAR
M. S. 16 d 4%

19601 NORDHOFF STREET
NOQTHRIDGE CA 913?4 _

HUGHES
AT TN: ROBERT L. ZIMERMAN
1433 FALLBROOK AVE
CANOGA CA 913C4-0445 _
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HEWLETT PACKARD1I

ATTN: ROBERT A. BURMEISTER
MATERIALS RESEARCH LABORATORY
1501 PAGE MILL ROAD
PALO ALTO CA 94304-1181

MC CLELLAN AFOCA 95652

ITT1
ATTN: MR. J1. GRZYBO
GAAS TECH CENTER
7670 ENON DRIVE
ROANOKE VA 24019

KAMAN SCIENCES1
GARY BROCK
P.O. BOX 74630
COLORADO SPRINGS Co E0933

MIROSLAW MALEK 1'
THE UNIVERSITY OF TEXAS AT AUSTIN
DEPT OF ELECTRICAL AND COMPUTER ENG
ENGINEERING SCIENCE BLDG 504
AUSTIN TX 78712-1084

DL-21

ka~
EMS=,



MISSION

of
Rome Air Development Center

RADC plans and executes research, development, test and
selected acquisition programs in support of Command, Control,
Communications and Intelligence (C31) activities. Technical and
engineering support within areas of competence is provided to
ESD Program Offices (POs) and other ESD elements to
perform effective acquCsition of C3I systems. The areas of
technical competence include communications, command and
control, battle management information processing, surveillance
sensors, intelligence data collection and handling, solid state
sciences, electromagnetics, and propagation, and electronic
reliability/maintainability and compatibiiit.


